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The Temperature and Pressure Dependence of the Reactions H + O, (+M) — HO; (+M)
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The reactions H + O, (+M) — HO, (+M) and H + OH (+M) — H,O (+M) have been studied using
high-level quantum chemistry methods. On the basis of potential energy hypersurfaces obtained at the CASPT2/
aug-cc-pVTZ level of theory, high-pressure limiting rate coefficients have been calculated using variable
reaction coordinate transition state theory. Over the temperature range 300—3000 K, the following expressions
were obtained in units of cm?® molecule™ s71: ko(H + O,) = (2577937 + (7.5 x 1072 )7%792) x 107! and
ko(H + OH) = (4.17 x 107')T9%%xp(57.5/T). Available experimental data on the pressure dependence of
the reactions were analyzed using a two-dimensional master equation. The following low-pressure limiting
rate coefficients were obtained over the temperature range 300—3000 K in units of cm® molecule™ s™1: ky(H
+ Oy + Ar) = (9.1x 107 2)T 40%exp (—134/T), ko(H + Oy + Np) = (2.0x1072)TBexp (—=270/T), ko(H +
OH + Ar) = (8.6x1072)T1%7exp (—185/T), and ko(H + OH + Ny) = (1.25x10726)T '8lexp (—=251/T).
For the H + O; reaction system, Feen(Ar) = 0.67 and Fn(N2) = 0.72 were obtained as center broadening
factors, whereas Feen(Ar) = 0.72 and Feen(N2) = 0.73 were obtained for the H + OH reaction system. The
calculations provide a good description of most of the experimental data, except the room temperature
measurements on the H + OH (+M) — H,O (+M) reaction.

1. Introduction

Today it is evident that use of fossil fuels has contributed
to an unequivocal warming of the climate system.! Use of
hydrogen (H») manufactured from natural gas or coal to create
“decarbonized fuels” has the potential to significantly reduce
CO; emissions from the power production industry. To use Hj
as gas turbine fuel, an accurate description of the combustion
process at elevated pressures is needed. However, even appar-
ently small differences between the available chemical mech-
anisms for H, combustion can have a significant effect on
predicted flame properties.>* Thus, although significant progress
has been made to provide a detailed description of the chemical
kinetics involved at these conditions,’ some uncertainties still
remain. To help improve the chemical insight into the combus-
tion of Hy, we have initiated a quantum chemistry study of some
pressure-dependent elementary chemical reactions involved at
conditions relevant for gas turbines.

The reaction

HCS) + 0,(X°Z)(+M) —~ HOL,(X*A")(+M) (1)

is an important chain-terminating reaction in combustion. Few
experimental studies of the high-pressure limiting rate coef-
ficient, k.(7), for reaction 1 have been reported. On the basis
of extrapolation of falloff curves, Cobos et al.® reported kj o =
7.5x 107177300 K)*° cm? molecule™! s!. Bates et al.” reported
ki = 4.7x107'(7/300 K)*2 cm?® molecule™! s™! based on
Rice—Ramsperger—Kassel —Marcus (RRKM) analysis of data
obtained at elevated pressures; however, as stated by Bates and
colleagues, the RRKM model prediced a somewhat larger rate
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compared to the experiments at the highest pressures when argon
was used as bath gas. The fit of the experimental data of Hahn
et al.% obtained over the ranges 1—900 bar and 300—700 K,
was consistent with the high-pressure limiting rate coefficient
preferred by the IUPAC panel,” 9.5x107'(7/300 K)*# cm?
molecule™! s™1,

There have been numerous experimental studies of the low-
pressure limiting rate coefficient, ko, and the falloff behavior of
reaction 1. For brevity we refer to Baulch et al.” for a review.
The TUPAC preferred values® for k; o/cm® molecule™ s~! are
1.9%x107T 12 for M = Ar and 7.3x1072T"13 for M = N,
over the temperature range 298—2000 K. The IUPAC preferred
values for the center broadening factor, Feen , are 0.51 for M
= Ar and 0.57 for M = N; over the temperature range
298—1500 K.

Several theoretical studies of k; . have been reported.!®-'* On
the basis of classical trajectory calculations carried out on a
two-dimensional potential energy hypersurface (PES) obtained
at the CAS+1+2+QC/aug-cc-pVTZ level of theory, Harding et
al.!%!! obtained ko = 9.5x 107 11(77300 K)** cm? molecule™!s™!
over the temperature range 300—2000 K. As mentioned above,
this value forms the basis for the preferred value of the IUPAC
panel.” Harding and co-workers also obtained energy (E) and
total angular momentum (J) specific rate coefficients, k(E, J),
for reaction 1. Lin et al.'* have calculated k; . using a time-
independent quantum capture method. These calculations were
performed on the DMBE IV potential energy surface, which
has received some criticism for not providing an accurate
description of the parts of the potential that are important for
the kinetics.!%-10

Several groups'"'7-?! have theoretically investigated the falloff
behavior of reaction 1. Teitelbaum et al.!” obtained lifetime
distributions of the HO, complex as a function of vibrational
quantum number and temperature based on classical trajectory
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TABLE 1: Electronic (D.) and Bond (D) Dissociation
Energies (at 0 K) of the H—O, Bond of the HO, (X2A")
Radical

Di/keal Dy/kcal mol™!

method? mol™'  harmonic  anharmonic
B3LYP/aTZ 54.3 47.8
MP2/aTZ 45.1 38.1 38.5
CCSD(T)/aTZ//MP2/aTZ 53.7 46.7 47.1
CCSD(T)/aQZ//MP2/aTZ 54.5 47.6 47.9
CCSD(T)/a5Z//MP2/aTZ 54.7 47.8 48.2
CCSD(T)/EBQT//MP2/aTZ 55.2 48.2 48.6
CCSD(T)/EB5Q//MP2/aTZ 55.0 48.0 48.4
CASPT2/aTZ 44.1 37.6
CASPT3/aTZ//CASPT2/aTZ 62.5 55.9
CAS+1+2+QC/aTZ" 51.2 44 .4
experiment* 47.99 £ 0.06

@ Abbreviations: aXZ = aug-cc-pVXZ; EB XY = basis set extrap-
olation of aug-cc-pVXZ and aug-cc-pV YZ where Y = X—1, see eq
3. » See Harding et al.!° ¢ See Ruscic et al.®®

calculations performed on the DMBE IV PES.PTeitelbaum and
co-workers also calculated falloff curves for reaction 1 with Ar
as a third body using the factorization scheme of Troe.?? Troe’s
factorization scheme was also used by Michael et al.'® to analyze
their experimental low-pressure data. On the basis of data
obtained by Harding et al.,'® Troe!! has constructed complete
falloff curves for reaction 1 over the temperature range
300—2000 K. Troe!" concluded that, because the dynamics of
the reaction were neither adiabatic nor sudden, approaches based
on RRKM theory or the simplified statistical adiabatic channel
model (SACM) do not provide a proper description of the
reaction system. Using the DMBE IV PES," Himmer and
Roduner'? investigated the pressure dependence of reaction 1
within RRKM theory. RRKM calculations have also been
carried out by Duchovic et al.?® using ab initio data obtained
by Walch and co-workers.?>? Mandelshtam et al.>! have
calculated k; o using quantum dynamics with filter diagonal-
ization on the DMBE IV potential energy surface. However,
the calculations were done within the strong collision ap-
proximation. For brevity we refer to Duchovic et al.? for a
summary of earlier studies.

The recombination of hydrogen atoms and hydroxyl radicals
to form water (eq 2) is of importance for describing laminar
flame speeds, especially at elevated pressures.>326

H(CS) + OHXTI)(+M) — H,OX'A)(+M)  (2)

Several experimental studies of &, o have been reported in the
literature; see Baulch et al.? for a review. The current [IUPAC
preferred values of the low-pressure limiting rate coefficient are
ka0 = 2.3x107267720 cm® molecule™? s~! for M = Ar and
ka0 = 6.1x1072T29 cm® molecule™ s~! for M = N, over
the temperature range 300—3000 K;° however, the data are badly
scattered. Recently, Srinivasan and Michael?’ have experimen-
tally investigated the thermal decomposition of water. They
reported k— o = (2.43 & 0.57)x 10~ "%xp [—(47117 % 633)/T)
cm? molecule™! s™! for Kr or Ar as bath gas. To our knowledge,
no experimental data on k. or the falloff behavior of reaction
2 have been reported in the literature.

Several studies have theoretically investigated long-range
interactions within the water molecule.?83! The focus has,
however, been on the competing O('D) + Hy(X'Zl) —
OH(XIT) + H(®S) reaction. As far as we know, only two
theoretical studies of reaction 2 have been reported: the high-
pressure limiting rate coefficient has been calculated by Cobos
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and Troe? using the simplified statistical adiabatic channel model,
and Troe*? investigated the low-pressure limit by assuming strong
collisions. The understanding of this reaction is, thus, unsatisfactory.

In this work we have employed large basis set, ab initio
calculations together with variable reaction coordinate transition
state theory incorporating multifaceted dividing surface (VRC-TST)3*3
to calculate high-pressure limiting rate coefficients for the
reactions under study. The low-pressure limiting rate coefficients
and the falloff behavior of the reactions were investigated using
a two-dimensional master equation.

2. Computational Methods

2.1. Electronic Structure Calculations. Ground-state po-
tential energy hypersurfaces (PES) of reactions 1 and 2 were
investigated using the complete active space self-consistent field
(CASSCF) method of Knowles and Werner.3%37 Dynamical
electron correlation was included using the complete active
space second-order (CASPT2) and third-order (CASPT3) per-
turbation theory methods of Werner®® and using the internally
contracted multireference configuration-interaction (MRCI)
method of Werner and Knowles**#? with single and double
excitations and CASSCF reference space (CAS+1+42). The
CASPT2, CASPT3, and CAS+1+2 calculations used identical
CASSCEF reference spaces. The CAS+1+2 calculations also
included a multireference Davidson correction to correct for the
neglect of higher-order excitations, hereafter abbreviated as
CAS+1+4+2+QC. The active space used to describe the H +
O, reaction system consisted of seven electrons in five orbitals;
the selected orbitals were the hydrogen 1s orbital and the O,
and 7* orbitals. This active space is identical to that used by
Harding et al.!® For the H + OH reaction system, the active
space consisted of four electrons in three orbitals; the selected
orbitals were the o and o* orbitals of the O—H bond being
formed and one p orbital on oxygen. Reference energies of
reactants were obtained using a supermolecule approach.
Spin—orbit (SO) matrix elements were computed for the H +
OH reaction system using the Breit—Pauli Hamiltonian. Wave-
functions for the spin—orbit states were generated using MRCI
with reference CASSCF configurations only. The CASSCF,
CAS+1+2, CASPT2, and CASPT?3 calculations were carried
out using the MOLPRO package.*!

Additional calculations were carried out with the Becke 3
parameter”? Lee—Yang—Parr*® (B3LYP) hybrid functional,
Mpgller—Plesset second-order perturbation theory (MP2),* and
coupled-cluster singles and doubles theory with perturbational
triples corrections [CCSD(T)].# Unrestricted wavefunctions for
singlet states were generated by mixing the HOMO and LUMO
orbitals in the initial guess. The B3LYP and CCSD(T) calcula-
tions were carried out using the Gaussian 98 suite of programs.*®
Anharmonic zero-point vibrational energies (ZPE) of stationary
points were calculated using the MP2 model implemented in
GAMESS 4748

Dunning’s correlation-consistent aug-cc-pVXZ (X = D, T,
Q, 5)*! basis sets were employed in all calculations except
in the calculation of the SO matrix elements where the Pople-
style 6-3114++G(3df,p) basis set was used. Single-point cor-
relation energies were extrapolated toward the basis-set limit
using the extrapolation scheme of Halkier et al. (eq 3);3

XE,—YE,

E;(OY: X3 _ Y3 (3)
where Ey is the correlation energy obtained with the highest
cardinal number X, and Eyis the correlation energy obtained
with cardinal number ¥ = X—1. In the following, such
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Figure 1. Minimum energy path for the reaction H + O, — HO,
(X?A") as a function of the H—0, bond length, ry—oo, as calculated
using several levels of theory employing the aug-cc-pVTZ basis set
with relaxed and constrained HO—O bond length, ryo-o. Here, MRCI
denotes the CAS+1-+2 method; see text for details. The result of
Harding et al.'” was computed using the CAS+1+2+QC/aug-cc-pVTZ
model with relaxed ruo-o. The energies are relative to the energy of
the reactants and include electronic energy only.

calculations will be referred to, for example, as CCSD(T)/EB
XY with “EB” being short for extrapolated basis.

2.2. Calculation of High-Pressure Limiting Rate Coef-
ficients. The rate coefficient for the recombination reaction in
the high-pressure limit at a given temperature 7 was calculated
from the equation 4,53

1 OAOg\[ 27 \¥2
D=2z el(?)(ukBT) "
f N'(E, Jexp(—E/kgT) dE dJ
OA(T)Qg(T)

where the labels “A”, “B”, and “{” denote that the quantities
are for reactant A, reactant B, and the transition state (TS),
respectively. Here, kg is the Boltzmann constant, f; is a function
of the electronic partition functions, Q.i(7), of the reactants and
the TS, o is the rotational symmetry number, # is the reduced
mass of the reactants, Q(7) is the partition function describing
the translational, rotational, and vibrational degrees of freedom
of the reactant, and N'(E, J) is the number of states of the
reactive complex for a given energy (E) and total angular
momentum quantum number (J). The translational, rotational,
and vibrational modes of the reaction system were assumed to
be separable into sets of transitional and conserved modes.>*
The rotational partition functions were approximated by their
classical limits, and the number of states of the reactive complex
was calculated from the transition state theory formulation of
Georgievskii and Klippenstein®*3> using multifaceted dividing
surfaces and a variable reaction coordinate (VRC-TST) con-
sidering only contributions from the transitional modes. Within
VRC-TST, dividing surfaces are defined in terms of a fixed
distance between pivot points on each fragment, and both the
location and the separation between the pivot points are varied
to determine the minimum reactive flux through a dividing
surface. For the H + O; reaction system, the pivot points were
located at each nucleus with pivot point-to-pivot point separa-
tions ranging from 3.4 to 4.5 bohr with a grid spacing of 0.1
bohr. For the H + OH reaction system, the pivot points were
located at each radical orbital center with pivot point-to-pivot
point separations ranging from 4.5 to 7.0 bohr with a grid

“

dn(E, J,1)
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Figure 2. High-pressure limiting rate coefficient (k») as a function of
temperature (7) for the reaction H + O, — HO, (X?A"). References:
Marques and Varandas,'>’! Harding et al.,'” Cobos et al.,® Cobos and
Troe,*? and Bates et al.”

spacing of 0.25 bohr. The reactive flux through a dividing
surface was determined using a crude Monte Carlo sampling
method3* where the electronic structure of points on the dividing
surfaces was calculated on the fly using methods described in
Section 2.1.

2.3. Master Equation. The master equation (ME) for the
irreversible dissociation of either HO, or H,O immersed in an
inert bath gas can be written as eq 5.

o =z§j; PE,J:E',JHOnE",J',0dE

— Zn(E, J,t) — k(E, )n(E, J, 1) (5)
Here, n(E, J, t) dE is the number density of molecules with total
energy between E and E + dE and with total angular momentum
quantum number J at a given time ¢, Z is the collision rate of
the molecule with the bath gas, k(E,J) is the specific rate
coefficient, and P(E, J; E', J') is the probability of a molecule
with energy between E' and E' + dE' and total angular
momentum quantum number J' being transferred by collision
to a state with energy between E and E + dE and total angular
momentum quantum number J. The two-dimensional ME, eq
5, was reduced to an equivalent one-dimensional ME using the
E, J-model of Miller et al.> In this model it is assumed that the
J-distribution after a collision is independent of the total an-
gular momentum of the molecule before the collision. Thus,
P(E,J;E,J) = P(E, E)p(E,J); see Miller et al.>®> for a
description of @(E, J). Because of the sparsity of the vibrational
energy levels of the reaction systems, the vibrational density
of states was computed using the method of steepest descent.
The ME was solved by methods previously described>-7 using
the VARIFLEX program.8
The energy transfer function for deactivating collisions was
modeled using the “single exponential down” expression (eq 6).

AE,

Here, Cn(E") is a normalization constant and [AE4[is the average
energy transferred by down transitions only.

The collision rate (Z) was assumed to be independent of
energy and total angular momentum and was taken as the
Lennard—Jones collision rate, Z;y. For the H + O, reaction
system, the following Lennard—Jones parameters were used:’

1 E'-E
PEE')= exp|— E<E
EE CN(E')XP( D) (©)
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Figure 3. Low-pressure limiting rate coefficients (ko) as a function of temperature (7) for the reactions (a) H + O, + Ar — HO, + Ar and (b) H
+ O, + N, — HO, + N, as calculated using a 2D-ME. References: Ashman and Haynes,®? Bates et al.,” Baulch et al.,’ Carleton et al.,%3 Cobos et
al.,® Davidson et al.,** Hanning-Lee et al.,*> Hsu et al.,’® Michael et al.,'® and Mueller et al.¥’

Ono, = 3.433 A, 0ar = 3.350 A, on, = 3.652 A, eno, = 254.1
cm™!, ear = 99.5 cm™!, and e, = 68.4 cm™!, where o is the
collision diameter and ¢ is the well depth. For the H + OH
reaction system, the following parameters were used: Op,0-Ar
=2"WR, =324 A, ep0-ar = 142.98 cm™!, op,0-n, = 3.43
A, and emo-N, = 441 cm™! (Ry is the position of the global
minimum). The parameters for the H,O—Ar system were taken
from Cohen and Saykally,?® and the parameters for the H;O—N;
system were taken from Tulegenov et al.%!

In the ME calculations, the values used for dissociation
energies (at 0 K) of the H—O, and H—OH bonds were the
experimental values measured by Ruscic et al.%>%3 The values
used for rotational constants and vibrational frequencies of OH,
0,, H,0, and HO, were experimental data taken from the NIST
Computational Chemistry Comparison and Benchmark Data-
base.%

3. Results

3.1. H+ O; (+M) — HO; (+M). 3.1.1. Potential Energy
Surface. Calculated equilibrium structures of the Ox(X3Zy)
molecule and the HO, (X?A") radical are compared with
experimental structures® in Table S1 (Supporting Information).
Bond lengths and bond angles obtained with the CASPT2 model
are in good agreement with parameters obtained with the MP2
and B3LYP models, and all results are within expected error
margins. 3863

Table 1 gives electronic (D) and bond (Dy) dissociation
energies (at 0 K) of the H—0O, bond as calculated at several
levels of theory. As can be seen, the B3LYP/aug-cc-pVTZ
model and the five different CCSD(T) calculations are in
excellent agreement with the experimental value of 47.99 £
0.06 kcal mol~!,%% taking into account that the zero-point
vibrational energies have been calculated within the harmonic
oscillator approximation. If the anharmonic ZPE is included,
Dy = 48.4 kcal mol™! at the CCSD(T)/EB5Q//MP2/aug-cc-
pVTZ level of theory. Compared to the CCSD(T)/EB5Q//MP2/
aug-cc-pVTZ level of theory, the CASPT2/aug-cc-pVTZ model
underestimates D, by 10.9 kcal mol~!. The CASPT3/aug-cc-
pVTZ//CASPT2/aug-cc-pVTZ model, on the other hand, over-
estimates D, by 7.5 kcal mol~!. Harding et al.'%predicted a bond

dissociation energy of 44.4 kcal mol~! at the CAS+1+2+QC/
aug-cc-pVTZ level of theory.

Figure 1 shows the minimum energy path (MEP) for reaction
1 as a function of the H—0, bond length, ry—oo , as calculated
at the CASPT2/aug-cc-pVTZ level with relaxed and constrained
optimization of the HO—O bond length, rgo—o. The effect of
basis set size is shown in Table S2 (Supporting Information).
As can be seen, the aug-cc-pVTZ basis gives a sufficiently
accurate description of the reaction system compared to the
larger aug-cc-pVQZ basis; the aug-cc-pVDZ basis is too small.
The effect of inclusion of zero-point vibrational energy along
the MEP was investigated at the B3LYP/aug-cc-pVTZ level
of theory, see Table S3 (Supporting Information). Note,
however, that only the contribution from the HO—O stretching
mode is included in the ZPE because this mode is assumed to
be “conserved” during the reaction. The electronic energy along
the MEP as calculated with ryo—o constrained at the equilibrium
value of the O, molecule is of similar magnitude as the energy
with ZPE included and relaxed ryo-o bond length for rg—oo >
2 A At large separation of the fragments it is therefore
reasonable to assume that the contribution from the conserved
0O—O stretching mode cancels.%¢7 This approximation becomes
worse when rg_oo < 2 A.

The result of Harding et al.'® obtained with the CAS+1+
2+QC/aug-cc-pVTZ model is included in Figure 1 for com-
parison. As can be seen, the CASPT2 model and the model
employed by Harding and co-workers give nearly identical
results for rq—oo > 2.8 A; however, the CAS+1+2+QC model
predicted a much more attractive potential at shorter distances
than the CASPT2 model employed in this work. The CAS+1+2
calculations of Harding et al. were carried out using the
COLUMBUS program.58

To investigate this issue more thoroughly, additional calcula-
tions were carried out using the CAS+1+2 and CAS+1+2+QC
models implemented in MOLPRO and the multireference MP2
(MRMP2) model of Hirao %-7° implemented in GAMESS. 4748
The aug-cc-pVTZ basis set was employed in all calculations.
The results from these calculations are included in Figure 1.
Ascanbeseen, the CAS+1+2model predicted a Born—Oppenheimer
barrier to reaction of about 0.1 kcal mol ~! relative to the energy
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of the reactants, which obviously is not correct. The situation
improved when the Davidson correction was included, but still,
the calculation predicted a small barrier to reaction below the
energy of the reactants. The CAS+1+2 and CAS+1+2+QC
models employed in this work differ from the CASPT2 model
and the model used by Harding et al.' at longer ry—oo distances
too, predicting less attractive potential. The CASPT2 and
MRMP2 models give nearly identical results at ruy—oo > 2.8
A, but the MRMP2 model predicts a slightly less attractive
potential in the region 2.3 < rg_oo < 2.8 A and predicts a
significantly more attractive potential when ry—op < 2.3 A. The
B3LYP and MRMP2 models predict similar results when ry—oo
< 2 A, but the B3LYP model fails at longer distances, which
is expected.

3.1.2. High-Pressure Limiting Rate Coefficient. Figure S1
(Supporting Information) shows the part of the X>A" potential
energy hypersurface of reaction 1 sampled in the VRC-TST
calculation of the high-pressure limiting rate coefficient. Each
scatter point represents a single-point energy calculation at the
CASPT?2/aug-cc-pVTZ level of theory. Taking fo = Q(HO,)/
Qa(H)Qe(0,) = 1/3, the following expression for kj. was
extracted over the temperature range 300—3000 K.

ky o(T) = 5T +7.5x107°T 7%

10~ ¢cm® molecule ' s~ (7)

The high-pressure limiting rate coefficient of reaction 1
calculated in this work is compared with previous experimental®’
and theoretical'%12327! results in Figure 2. As can be seen, our
calculated k. is roughly 25% lower than that calculated by
Harding et al.!? or by Marques and Varandas.!>’! On the other
hand, our result is in very good agreement with the experimental
value at 298 K reported by Cobos et al.® Recently, Troe!'!
investigated the falloff behavior of reaction 1 and found that
the center broadening factor (Fcen) remained nearly unchanged
from the value used in the study from 1985.% Therefore, the
experimental value of k; (298 K) &~ 7.5x 107! cm® molecule™!
s~! also remains nearly unchanged. Troe!! argued, however,
that neglect of the onset of diffusional effects at pressures above
10 bar may lead to an underestimation of the experimental & c
by as much as 10—20%. Still, we find the agreement between
this work and the experimental value of Cobos and co-workers®
to be satisfactory. The high-pressure limiting rate coefficient
reported by Bates et al.,” based on RRKM analysis of experi-
mental data obtained at temperatures between 1050 and 1250
K, is significantly lower than predicted by any of the
theoretical studies. We note, however, that the reaction rates
measured by Bates and colleagues just enter the falloff regime
at the highest pressures investigated. Because of this, together
with the use of a rather simple Hindered-Gorin model, their
fitted high-pressure limiting rate coefficient is likely affected
by a rather larger uncertainty. We have no reason to believe,
however, that the experimental data of Bates et al.” are
affected by large errors.

3.1.3. Pressure Dependence. Figure 3, panels a and b, shows
calculated low-pressure limiting rate coefficients over the
temperature range 300—1500 K for reaction 2 with Ar and N»
as bath gases, respectively. As can be seen, the values calculated
with the two-dimensional ME (2D-ME) are in good agreement
with both the experimental values and the ITUPAC evaluation’
over the whole temperature range investigated. Over the
temperature range 300—3000 K, the calculated low-pressure
limiting rate coefficients could be fitted to the following
expressions.
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ko(H+ 0, + Ar)=9.1 x

10”27 4 exp(—134/T) cm® molecule 2 s~ (8)
k(H+0O,+N,)=2.0x%

1072717 exp(—270/T) cm® molecule 2 s~ (9)
For comparison, the values preferred by the [UPAC panel are
ko = 1.9 x 1072°T =12 ¢cm® molecule™ s~! for Ar as bath gas
and ko = 7.3 x 1072°T =13 cm® molecule™2 s~! for N, as bath
gas.”

Calculated falloff curves for reaction 1 at 300 K with Ar and
N, as bath gases are shown in Figure 4, panels a and b,
respectively. Similar falloff curves at 800 and 1250 K are shown
in Figure S2 (Supporting Information). Again, there is good
agreement between our calculated values and the experimental
values over the whole temperature and pressure range for which
experimental data are available. Especially, there is very good
agreement between our values and the values measured by Bates
et al.,” Hahn et al.,} and Michael el al.'® The 1D-ME significantly
overestimates the reaction rate coefficient except at very high
pressures.

The falloff curves were obtained using [AE4[J= 45(7/298
K)%% ecm™! and [AE4C= 100(7/298 K)*65 cm™! for Ar and N,
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Figure 4. Falloff curves for the reactions (a) H + O, + Ar — HO,
+ Ar and (b) H + O, + N, — HO, + N, at 300 K as calculated
using ID-ME and 2D-ME. The plotted low-pressure and high-
pressure limiting rate coefficients are the values preferred by the
TUPAC panel.’ References: Baulch et al.,” Carleton et al.,®? Cobos
et al..,° Hahn et al.,® Hsu et al.,®® Kurylo,*® Michael et al.,'® and
Wong and Davis.®
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Figure 5. Values of [AE,;for the reactions (a) H + O, + Ar — HO ,
+ Ar and (b) H + O, + N, — HO, + N, as deduced from a two-
dimensional master equation (this work) and the experimental study
of Michael et al.'®

as bath gases, respectively. The average energies transferred
by all transitions, [AEy[) for the reactions H + O, + Ar and H
+ O, + N; are plotted in Figure 6, panels a and b, respectively.
As can be seen, the values for [AE,;ldeduced from the 2D-
ME are quite different from the values deduced from the
experimental study by Michael et al.'® [AE,(for the H + O,
+ Ar reaction reported by Teitelbaum et al.'” has not been
included in Figure 6a. In the study by Teitelbaum and co-
workers, [AE,;Cvaried from —376 cm™! at 300 K to —98 cm™!
at 8000 K.

Doubly reduced falloff curves for reaction 1 with Ar and N,
as bath gases are displayed in Figure 5, panels a and b,
respectively. The falloff behavior could be described by the
following symmetric expression,’?

k =( x )Fl/[l+(logx/N)2] (10)

k= (T Fom

00

where x = ko[M]/keo, N =~ 0.75—1.27 log Feent, and Feep is the
center broadening factor. Under the assumption that Fen 1S
independent of temperature, fit of the data in Figure 5, panels
a and b, to eq 10, gave Feene = 0.67 £ 0.03 for Ar as bath gas
and Feene = 0.72 £ 0.03 for N as bath gas over the temperature
range 300—3000 K (lo). This is in contrast to the center
broadening factors reported by the IUPAC panel® and Troe.!!

Sellevag et al.
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Figure 6. Doubly reduced falloff curve for the reactions (a) H + O,
+ Ar — HO, + Ar and (b) H + O, + N, — HO, + N as calculated
using a two-dimensional master equation (scatter points). Fit of the
data to eq 10 gave a center broadening factor of Feene = 0.67 £ 0.03
for Ar as bath gas and Feene = 0.72 £ 0.03 for N, as bath gas (the error
corresponds to 1o from the statistical analysis).

The TUPAC panel® reported Feepe = 0.51 & 0.1 and Feep = 0.57
4 0.1 for Ar and N, as bath gases, respectively. The center
broadening factors reported by Troe!! were essentially identical
to the values reported by the [IUPAC panel.

3.2. H+ OH (+M) — H;0 (+M). 3.2.1. Potential Energy
Surface. Calculated equilibrium structures of OH(X?IT ) and
H,O(X'A)) are in good agreement with experimental struc-
tures,* see Table S1 (Supporting Information). In Table 2 the
dissociation energy of the H—OH bond as calculated at several
levels of theory is compared with the experimental value of
117.59 4 0.07 kcal mol~! determined by Ruscic et al.®> As can
be seen, the bond dissociation energy obtained at the CCSD(T)/
EB5Q//MP2/aug-cc-pVTZ level of theory with anharmonic ZPE
included is only 0.4 kcal mol~! higher than the experimental
value. At the CASPT2/aug-cc-pVTZ level of theory, D. and
Dy are underestimated by 2.6 and 2.9 kcal mol~!, respectively,
relative to the CCSD(T)/EB5Q//MP2/aug-cc-pVTZ level of
theory. Inclusion of higher-order excitations improved the
situation; the discrepancy between the CASPT3/EBQT//CASPT2/
aug-cc-pVTZ and CCSD(T)/EB5Q//MP2/aug-cc-pVTZ models
is ~1.5 kcal mol™..

Figure 7 displays the MEP for reaction 2 as a function of the
H—OH' bond length (rgy—om) calculated at the CASPT2/aug-
cc-pVTZ and UB3LYP/aug-cc-pVTZ levels of theory with
relaxed and constrained optimization of the HO—H' bond length.
The CASPT2 model predicted a significantly more attractive
potential than the B3LYP model in the important region 2 <
rH—on < 4 A. The effect of expansion of the basis set was
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TABLE 2: Electronic (D.) and Bond (D) Dissociation
Energies (at 0 K) of the H—OH Bond of H,O(X'A)

J. Phys. Chem. A, Vol. 112, No. 23, 2008 5091

_955 T T T T T T
Cobos and Troe L]
Case 1 -
< -9.60
/2]
L 965}
Q
@
g 970}
[sp]
§
\8 -975 B n‘\:.fj\\ 1
o el
o -980 T T
-9.85 1 1 1 1 1 L
05 10 15 20 25 30 35
103 T /K

Di/kcal Dy/kcal mol™!

method? mol~!  harmonic  anharmonic
B3LYP/aTZ 122.6 114.5
MP2/aTZ 127.3 119.3 119.6
CCSD(T)/aTZ//MP2/aTZ 123.6 115.6 115.9
CCSD(T)/aQZ//MP2/aTZ 125.0 116.9 117.3
CCSD(T)/a5Z//MP2/aTZ 125.3 117.3 117.6
CCSD(T)/EBQT//MP2/aTZ 126.0 118.0 118.3
CCSD(T)/EB5Q//MP2/aTZ 125.6 117.6 118.0
CASPT2/aTZ 123.0 114.7
CASPT3/aTZ/CASPT2/aTZ 122.1 113.9
CASPT3/aQZ/CASPT2/aTZ 123.4 115.2
CASPT3/EBQT/CASPT2/aTZ 124.3 116.1
CAS+1+2+QC/aug-cc-pVTZ?  123.8
experiment® 125.8
experiment? 117.59 £+ 0.07

@ Abbreviations: aXZ = aug-cc-pVXZ; EBXY = basis set
extrapolation of aug-cc-pVXZ and aug-cc-pVYZ where ¥ = X — 1; see
eq 3. » See Ho et al.?® < Based on AsH (0 K) values; see Table I in
Ho et al.? for details. ¢ See Ruscic et al.®
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Figure 7. Minimum energy path for the reaction H + OH — H,O
(X'A") as a function of ry_ow, as calculated using the CASPT2 and
B3LYP models employing the aug-cc-pVTZ basis set with relaxed and
constrained ryo-w. The energies are relative to the energy of the
reactants and include electronic energy only.

investigated for the CASPT2 model; see Table S4 (Supporting
Information). Again, the aug-cc-pVTZ basis provided a suf-
ficiently accurate description of the MEP compared to the larger
aug-cc-pVQZ basis. Table S5 (Supporting Information) shows
the effect of inclusion of ZPE along the MEP as investigated at
the UB3LYP/aug-cc-pVTZ level of theory. Only the contribu-
tion from the “conserved” O—H stretching mode was included
in the ZPE. As can be seen, the contribution from the conserved
O—H stretching mode nearly cancels over the whole region
investigated.

The effect of spin—orbit (SO) coupling along the minimum
energy path for reaction 2 was also investigated. The MEP was
calculated at the CASPT2/aug-cc-pVTZ level of theory, whereas
the SO matrix elements were computed using the Breit—Pauli
Hamiltonian. Wavefunctions for the SO states were generated using
MRCI with CASSCF reference configurations only and the
6-311++G(3df,p) basis set. At infinite separation of the H(>S) +
OH(X?II) fragments, the four ground-state potential energy hy-
persurfaces of the system converge to two doubly-degenerate
surfaces separated by the SO coupling constant. In the asymptotic
region of the reactants, the calculated SO coupling constant, 136.5
cm™! , agrees well with the experimental value, 138.68 + 0.02

Figure 8. High-pressure limiting rate coefficient (k»,) as a function of
temperature (7) for the reaction H + OH — H,O (X'A"). See Section
3.2.2 for a description of cases 1-4. References: Cobos and Troe.*?

cm .73 When rg—op < 4.5 A, the four SO states start to
significantly split and only one PES correlate with HyO(X'A);
see Figure S3 (Supporting Information).

3.2.2. High-Pressure Limiting Rate Coefficient. The part of
the X'A' potential energy hypersurface sampled in the VRC-TST
calculation of k. is shown in Figure S4 (Supporting Information).
The PES was obtained at the CASPT2/aug-cc-pVTZ level of
theory.

The effect of spin—orbit coupling on the high-pressure
limiting rate coefficient was investigated in four different ways.
In case 1, no SOC was included and f; was taken as eq 11.

0.,(H,0) 1

=2 2 1
17 04(HQ,(OH) 8 (an

In case 2, SOC was included in the asymptotic region of the
reactants, and f;; was taken as eq 12,

_ 1
Ja= 4[exp(Ego/2kgT) + exp(— Ego/ 2k T)]

where Eso = 138.68 cm™! is the energy splitting between the
SO states. In case 3, the asymptotic potential energy of the
reactants was shifted to the lowest SO state, and f; was taken
as eq 13.

(12)

_ 1
fa= 3+ exp(—Ego/kgT)]

(13)

Finally, in case 4 SO coupling was explicitly included by
calculating the potential energy relative to the lowest spin—orbit
state over the whole surface sampled using the same procedure
as used in Section 3.2.1. Again, eq 13 was used for f.

The results obtained for the four different cases are shown
in Figure 8. For the case where spin—orbit coupling was treated
explicitly, the following expression for k» . was obtained over
the temperature range 300—3000 K.

Ky o(T) = 4.17 %

107"'7%%* exp(57.5/T) cm® molecule ™' s~ (14)

There is a significant difference between the case where no
SO coupling was included and the case where SO coupling was
explicitly treated. Further, if spin—orbit coupling is not explicitly
treated, care should be exercised on how f; is treated. Shifting
the asymptotic potential energy of the reactants to the lowest
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Figure 9. Low-pressure limiting rate coefficients (ko) as a function of temperature (7) for the reactions (a) H + OH + Ar — H,O + Ar and (b)
H + OH + N, — H,O + N; as calculated using 2D-ME, strong collision RRKM analysis (strong coll.), and strong collision RRKM analysis with
adjusted Lennard—Jones parameters (strong coll., adjusted); see text for details. References: Baulch et al.,” Black and Porter,” Friswell and Sutton,”
Gay and Pratt,”! Getzinger and Blair,”> Goodings and Hayhurst,”® Halstead and Jenkins (a),”* Halstead and Jenkins (b),”> Homer and Hurle,” Li et
al.,> Rosenfeld and Sugden,”” Schott and Bird,”® Srinivasan and Michael,?’ and Zellner et al.”®

spin—orbit state and using eq 12 for f; provides a good
approximation to the case with SO coupling explicitly treated;
the second case with f;; given according to eq 11 does not. In
Figure 8, one also observes that the simplified statistical
adiabatic channel model used by Cobos and Troe*? performs
remarkably well compared to the results obtained in this work.

3.2.3. Pressure Dependence. Figure 9, panels a and b, shows
calculated and experimental low-pressure limiting rate coef-
ficients for reaction 2 with Ar and N, as bath gases, respectively.
The calculated low-pressure limiting rate coefficients were
obtained using a 2D-ME, eq 5, where the value of [AE4[lwas
adjusted to give best possible agreement with the experimental
data. The expressions 300(7/298 K)> cm™! and 400(7/298 K)%+
cm ™! were used for [AE Ufor reaction 2 with Ar and N, as
bath gases, respectively. Over the temperature range 300—3000
K, the calculated low-pressure limiting rate coefficients could
be fitted to the following expressions:

ko(H + OH + Ar) = 8.6 x

107277 "% exp(—185/T) cm’ molecule s~ (15)
ko(H+OH +N,) = 1.25 x

107277 exp(—251/T) emmolecule s~ (16)

Figure 10, panels a and b, shows doubly reduced falloff curves
for reaction 2 with Ar and N as bath gases, respectively. Fit of
the data to eq 10 gave the following center broadening factors:
Feent = 0.72 £ 0.01 for Ar as bath gas and Feene = 0.73 £ 0.01
for N, as bath gas (10).

For comparison, the low-pressure limiting rate coefficients
preferred by the TUPAC panel® are ko(H + OH + Ar) =
2.3%x107267-20 ¢m® molecule™! s7! and ko(H + OH + N,) =
6.1x 10726729 cm® molecule ™" s™! over the temperature range
300—3000 K. As can be seen from Figure 9, panels a and b,
our calculated low-pressure limiting rate coefficient when Ar

10 T T T T T T
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ko[Ny] 7k,
Figure 10. Doubly reduced falloff curve for the reactions (a) H +

OH + Ar — H,O + Ar and (b) H + OH + N, — H,0 + N; as
calculated using a 2D-ME (scatter points). Fit of the data to eq 10
gave a center broadening factor of Feene = 0.72 + 0.01 for Ar as bath
gas and Feene = 0.73 £ 0.01 for N» as bath gas (the error corresponds
to lo from the statistical analysis).

is bath gas is slightly larger than the IUPAC preferred value
when the temperature is larger than 1500 K but is more than a
factor of 3 lower at 300 K. When N, is bath gas, there again is
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modest agreement between our calculated ky and the [UPAC
preferred ky when the temperature is larger than 1000 K and is
different by more than a factor of 3 at 300 K.

Srinivasan and Michael?’ have recently studied the thermal
decomposition of water. Using a reflected shock tube technique,
they measured ko(H,O + Ar) = (2.43 £ 0.57)x 10" exp
(—(47117 £ 633)/T) cm? molecule™! s™! over the temperature
range 2196—3290 K. Taking K., = 2.209x10%7%187%xp
(—59608.8/T) molecules cm™3 as the equilibrium coefficient,?’
one gets ko(H + OH + Ar) = 1.1x 107347 %187%xp(12491.8/
T) cm® molecule™? s~!. We can see in Figure 9, panels a and b,
that our low-pressure limiting rate coefficients calculated using
a 2D-ME cannot fully reproduce the temperature dependence
of reaction 2 measured by Srinivasan and Michael,?’ neither
when Ar nor N, is bath gas.

4. Discussion

The potential energy hypersurfaces involved in reactions 1
and 2 have been studied using several ab initio methods and
basis sets. The apparent difference between the CAS+1+2/
CAS+1+4+2+QC calculations of this work on the H + O,
reaction system and the work of Harding et al.!” is disturbing
considering the same active space was used in the two
calculations. Possibly, it is related to the different implementa-
tions of MRCI in the program packages MOLPRO (used in this
work)*' and COLUMBUS (used by Harding et al.),% the former
program using an internal contraction scheme. Celani et al.”*
found that the dissociation energy of Cr, obtained from an
uncontracted MRCI calculation performed with the COLUM-
BUS program was about 0.09 eV larger than the dissociation
energy obtained with the internally contracted MRCI (MOL-
PRO). Abrams and Sherrill’”® have also suggested that the MRCI
approach is somewhat more sensitive to the choice of active
space than the CASPT2 model. Klippenstein et al.’® have
investigated the reaction CHs + CHj and related reactions at
the CASPT2/aug-cc-pVTZ and CAS+1+2+QC/aug-cc-pVTZ
levels of theory. With increasing active space, they found the
CASPT2 model to be more accurate along the reaction path,
but the CAS+1+2+QC model may be more accurate away
from the reaction path. It should be noted, however, that the
calculations of Klippenstein and co-workers were carried out
with the MOLPRO*! package. We have therefore chosen to use
the CASPT2 method to obtain potential energy hypersurfaces
needed for the VRC-TST calculations, because the CASPT2
method does not give the same artifacts as the CAS+1+2+QC
method for the H + O, reaction system, and it is computationally
less expensive than the CASPT3 method.

As mentioned in Section 3.1.2, the high-pressure limiting rate
coefficient for reaction 1 calculated in this work is about 25%
lower than obtained by Harding et al.'” or by Marques and
Varandas.'>! This discrepancy can be attributed to differences
in the potential energy hypersurface of the reaction predicted
by the different studies. Our calculation at the CASPT2/aug-
cc-pVTZ level of theory predicted a less attractive potential than
the CAS+1+2+QC/aug-cc-pVTZ potential used by Harding
et al. or the DMBE IV potential'> used by Marques and
Varandas, see Figure 1. It is important to mention here that
Klippenstein and co-workers’® have found that the VRC-TST
approach overestimates the capture rate for the CH; + CHj3
reaction system by 10—20% compared to classical trajectory
calculations. Our preliminary calculations suggest that this is
also the case for the OH + OH — H,O, reaction. Most likely,
this also applies to the reaction systems studied in this work.
The effect of the less attractive PES obtained in this work, may
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thus be countered to some extent by the overestimation of the
capture rate by the VRC-TST model.

In the ME analysis of the H + OH + N, reaction we have
used Lennard—Jones (LJ) parameters of a hydrogen-bonded
H,0++-N;, complex.®! However, another alternative is to use
LJ parameters of a T-shaped H,O++*N; complex.”” For com-
pleteness, Figure S5 (Supporting Information) shows a com-
parison of ko(7) obtained from 2D-ME calculations using the
two different sets of LJ parameters. The same expression for
[AE,40, 400(7/298 K)*4 cm™!, was used in the two cases. As
can be seen in Figure S5, ko(T) for the case with L] parameters
of a T-shaped complex is significantly lower than for the case
with LJ parameters of a H-bonded complex at all temperatures.
To get better agreement between the two cases, larger values
for [AE4[hre needed when using LJ parameters of the T-shaped
complex. In any case, the interaction between H,O and Nj is
not correctly described by a LJ potential. However, it has
become common practice to define a collision in terms of the
LJ collision rate.>” Thus, the reported values for [AE4Clshould
be interpreted in light of the LJ parameters used.

We see in Figure 9, panels a and b, that there are large
discrepancies between our values for ko at 300 K and the values
measured by Zellner et al.”® and by Black and Porter.”” We note
it is possible to get agreement with the Black and Porter results
by lowering the value used for [AE4[] However, this will
deteriorate the agreement with the results of Srinivasan and
Michael?’ at higher temperatures, which we consider to be more
reliable results. An important question to be answered, therefore,
is why there is such a large discrepancy between our calculations
and the measurements by Zellner and colleagues. In the
following we will investigate this issue more thoroughly.

Included in Figure 9a is a plot of ky(H + OH + Ar) as
calculated from a strong-collision RRKM analysis using the
same LJ parameters and Do(H—OH) as used in the 2D-ME
analysis. As can be seen, the value of ky(300 K) increases, but
not enough to explain the value measured by Zellner et al.”® In
fact, it was necessary to increase the LJ collision diameter of
H,O to 5 A in order to explain the rate coefficient at 300 K
measured by Zellner et al.”® Clearly, the assumptions of strong
collisions and op,0 = 5 A are unreasonable.

We have assumed that the termolecular association reactions
take place via an energy-transfer mechanism. One could
speculate whether the discrepancy between this work and the
work of Zellner et al.” is due to contribution from the so-called
chaperon mechanism. To our knowledge, there is no information
about the importance of the chaperon mechanism for reaction
2. However, Marques et al.® have investigated the chaperon
mechanism for the H + O, + Ar reaction. In Figure 11 in the
paper of Marques et al.,3 we see the reactive cross-section for
HO, formation significantly drops when the translational energy
increases from 0.25 to 2.0 kcal mol™!. Similarly, Rodrigues and
Varandas8! found that the energy transfer mechanism and the
chaperon mechanism for the H + CN + Ar reaction are only
competitive at low temperatures. Therefore, it is likely that the
chaperon mechanism is of minor importance for the H + OH
+ Ar reaction also. The interaction between H,O and N, is
stronger than between H,O and Ar.°*%! Thus, the chaperon
mechanism could be of greater importance for reaction 2 when
nitrogen is bath gas. Still, it is questionable that the contribution
from the chaperon mechanism can explain the factor of 3
difference between this work and the work of Zellner et al.”8
for the H + OH + N, reaction at 300 K, given that there is a
large discrepancy when argon is bath gas also. In any case, the
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chaperon mechanism will be of minor importance at tempera-
tures relevant for combustion.

The ME calculations presented in this work neglect effects
of anharmonic vibrations. One could therefore argue that this
might make up some of the difference between this study and
the work of Zellner et al.”® In the low-pressure limit, anhar-
monicity impacts the rate coefficient through the density of states
near the dissociation limit and the effect should not depend very
much on the temperature. Given the good agreement between
our ME calculations and the experimental data for the H + O,
reaction system, we do not believe that the discrepancy between
this work and the work of Zellner and co-workers can be
explained by the neglect of anharmonic effects only. However,
it cannot be ruled out and it is likely that anharmonic effects
will be of some importance for the H + OH reaction.

In the kinetic models of both Li et al.2 and O Conaire et al.3
it was necessary to increase the A factor of reaction 2 by a factor
of two compared to the preferred value of the IUPAC panel in
order to explain observed laminar flame speeds. Li et al.? noted
that because of the large uncertainty in the rate coefficient of
reaction 2, laminar flame speed predictions using any particular
set of recommended diffusion coefficients can be forced to
predict the same laminar flame speed by adjusting the value of
this rate coefficient. On the basis of our calculations, such an
increase in the rate coefficient is not warranted at temperatures
below 1000 K. For higher temperatures we cannot completely
rule out that the rate coefficient can be a factor of 2 larger.
However, both our study and the experimental study by
Srinivasan and Michael?’ indicate that ko should be lower than
the value used by Li et al.2 and O Conaire et al.3 at higher
temperatures, at least for temperatures above 2000 K. We agree,
however, with the comment by Srinivasan and Michael?’ that
the apparent rate coefficient at high temperatures might be higher
depending on the extent of reaction etc. in the various flame
regions.

Conclusions

Potential energy hypersurfaces of the reactions H + O, (+M)
— HO;, (+M) and H + OH (+M) — H,0 (+M) have been
investigated using high-level quantum chemistry methods. High-
pressure limiting rate coefficients obtained using variable
reaction coordinate transition state theory are reported. For the
first time, the pressure dependence of the reactions has been
investigated using a 2D-ME. Our calculations on the H + O,
reaction system with Ar and N, as bath gases can explain the
experimental data at all temperatures and pressures investigated.
The ME calculations on the H + OH reaction with Ar and N,
as bath gases can describe reasonably well the experimental
high-temperature data of Srinivasan and Michael,?’ but it cannot
explain the low-pressure limiting rate coefficients measured by
Zellner et al.”® at 300 K without making unrealistic assumptions.
New measurements at room temperature of the low-pressure
limiting rate coefficient would be of value in order to provide
a better description of the H + OH (+M) — H,O (+M) reaction.
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